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**Abstract** : The datasets contains transactions made by credit cards in September 2013 by European cardholders. This dataset presents transactions that occurred in two days, where we have 492 frauds out of 284,807 transactions. The dataset is highly unbalanced, the positive class (frauds) account for 0.172% of all transactions. Since the dataset is unbalanced I will use under sampling to make the data balanced, Then I will train my model with the balanced data and then I will use the original data set as testing dataset on my model. I will be using 3 or 4 algorithms as my models depending on time. I will show visually representation of the dataset before and after balancing as a part of data exploration and then after modeling I will show the accuracy of the algorithms on this dataset.

**Algorithms** – tenserflow, Decision tree, Logistic regression, SVM.

**Data Sources** : <https://www.kaggle.com/dalpozz/creditcardfraud/data>
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